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Abstract

Non-player characters (NPCs) in games are traditionally
hard-coded or dependent on pre-specified goals, and conse-
quently struggle to behave sensibly in ever-changing and pos-
sibly unpredictable game worlds. To make them fit for new
developments in procedural content generation, we introduce
the principle of coupled empowerment maximisation as an in-
trinsic motivation for game NPCs. We focus on the develop-
ment of a general game companion, designed to support the
player in achieving their goals. We evaluate our approach
against three intuitive and abstract companion duties. We de-
velop dedicated scenarios for each duty in a dungeon-crawler
game testbed, and provide qualitative evidence that the emer-
gent NPC behaviour fulfils these duties.We argue that this
generic approach can speed up NPC AI development, im-
prove automatic game evolution and introduce NPCs to full
game-generation systems.

Introduction
Ellie from The Last of Us or the unnamed pet from Nethack –
memorable companions are an important part of our gaming
experience. But companions can also be a great source of
annoyance or shatter our game immersion, especially when
their behaviour fails miserably (Cerny 2015). The vast ma-
jority of companions are hard-coded by means of e.g. fi-
nite state machines or behaviour trees, and consequently
struggle to produce believable or even plausible behaviour
in unforeseen contexts (Merrick 2008; Forgette and Katch-
abaw 2014). More advanced companions can adapt their
behaviour by means of planning, or by learning a policy
via neural networks or traditional reinforcement learning.
Nevertheless, these methods require intense training or pre-
specified rewards, which again renders them inflexible when
facing dynamic game worlds. In the future, the demands
on Non-Player Character (NPC) AI in general are likely to
increase further (Smith 2014). This is particularly empha-
sised by progress in procedural content generation, which
not only focusses on game elements such as levels and game
mechanics (Liapis, Yannakakis, and Togelius 2014; Smith
2014), but ultimately aims at generating entire games (Cook,
Colton, and Gow 2016). How can NPCs deal with these
ever-changing and potentially unpredictable game worlds?

We suggest to motivate NPCs intrinsically. Instead of re-
lying on pre-defined goals which might become meaningless

when the game changes, intrinsically motivated agents per-
form “an activity for its inherent satisfactions rather than for
some separable consequence” (Ryan and Deci 2000). We
work with the intrinsic motivation of empowerment (Klyu-
bin, Polani, and Nehaniv 2008), a measure of how much an
agent is in control of the world it can perceive. But while
empowerment might allow to produce an intrinsically moti-
vated general NPC, we have to look specifically into how to
turn it into a good companion.

Background
Merrick (Merrick 2008) investigated how intrinsically moti-
vated reinforcement learning (Singh, Barto, and Chentanez
2004) can support NPCs in learning complex tasks in a dy-
namic game world. They propose two models of motivation
as reward signals for Q-learning: an agent’s interest in a new
situation, given past experiences, and its competence based
on the error in learning policy updates. Qualitative studies
in Second Life and a quantitative analysis of behavioural va-
riety and complexity in dedicated RPG testbeds confirm that
intrinsic motivation allows agents to adapt their behaviour
in a changing environment. In contrast to our study, their
NPCs act in solitude, and not in favour of the player.

Empowerment as intrinsic motivation has so far only been
employed for general game-playing, but not to drive the be-
haviour of companion or enemy NPCs. Anthony, Polani
and Nehaniv analysed empowerment maximisation to drive
player behaviour in Sokoban and Pac-Man, and in the same
course proposed several optimisation methods (Anthony,
Polani, and Nehaniv 2014). Mohamed and Rezende focus
primarily on optimisation, with a likely application in gen-
eral game playing (Mohamed and Rezende 2015).

Method
Empowerment (Klyubin, Polani, and Nehaniv 2008) is de-
fined between an agent’s actuators and sensors. In a deter-
ministic environment, it quantifies the options available to
an agent in terms of availability and visibility. In a stochas-
tic setting, this generalises to the potential influence of an
agent’s actions on its environment and to the extent to which
the agent can perceive this influence afterwards.

Empowerment does not measure an agent’s actual, but
rather their potential influence on the environment. The em-
powerment maximisation hypothesis (Salge, Glackin, and



Polani 2014) suggests that an agent should, in the absence of
any explicit goals, choose actions which likely lead to states
with a higher influence on the environment, i.e. potentially
more options. Coupled empowerment maximisation (CEM)
is an extension of this principle to the multi-agent case.

In a shared game world, each agent can affect the oth-
ers either explicitly or implicitly, which can be quantified by
empowerment. Given the previous intuition, we suggest that
increasing the empowerment of a goal-directed agent can be
considered as supporting them in performing and achieving
their tasks. We consequently hypothesise that equipping an
NPC with an action selection policy which not only max-
imises their own- but also the player’s empowerment leads
to the emergence of companion-like behaviour.

Evaluation
We claim that maximising coupled empowerment realises
companion-like behaviour. In our evaluation, we let the
agent choose actions in an ad-hoc fashion according to the
CEM policy. We analyse several scenarios, each illustrating
one of the following companion duties:

1. Player Integrity: Ensure that the player can continue play-
ing the game. Act against any force that would constrain
these abilities.

2. Support: Support and do not hinder the player in achiev-
ing their goals. Maintain operational proximity, i.e. act
towards states where you can support the player.

3. Companion Integrity: Secure your own existence and
ability to act and support the player in the long term.

We did not define any goal-specific companion duties which
could constrain the NPC’s adaptivity. Instead, their goal di-
rectedness arises from its interaction with the player.

Figure 1: Snapshot of the evaluation environment

The experiments were set in a minimal Dungeon-Crawler
game in which the player, supported by a companion NPC,
has to navigate through rooms connected by corridors and
defeat enemies in order to reach a goal state (Fig. 1). This
game type traditionally relies on procedural content genera-
tion and elements of chance, and therefore poses interesting
challenges to a general NPC policy. Classic examples such
as Nethack illustrate how our testbed can be extended to in-
troduce new challenges to the formalism. Dungeon crawlers
are traditionally discrete in time and space and thus simplify
the computation and analysis of agent behaviour.

Results
Our findings confirm that CEM establishes a sufficiently
general frame for companion-like behaviour by inducing the
player’s goal into the companion’s policy. Given our exper-
imental evidence and the universality of the formalism, we
hypothesise that the principle generalises to a wide range of
game scenarios and genres.

If this proves correct, the flexibility and adaptivity of
CEM may make NPCs fit for the most recent challenges in
the games industry and academic research. It could allow
industry to save efforts and reduce costs of manually author-
ing NPC behaviour, especially in games with a strong focus
on procedurally generated content. Even if much scripting
is required, our formalism can help in establishing a default
mode of interaction with the player and other agents.
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